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Abstract 

 

Money is one of the legal means of exchange for payment, both in the form of cash and electronic 

money which is allocated in the form of balances. Along with the development of technology, the 

use of electronic money is increasingly being used. Electronic money also makes it easier to send 

transfer-based money. However, transfer-based remittances incur an additional fee as an 
administration fee. In Google Play Store, there are several transfer applications without 

administration fees. Flip application is one of application which has a high review score and the 

highest number of downloads on transfer-based applications. Almost all users before using the 

application rely on comments as a consideration in using the application, because these comments 

provide the latest information from the point of view of users who have used the application. 

Comments that number in the hundreds of thousands certainly have difficulty analyzing each 

comment manually, so a sentiment analysis process is carried out. This study used Decision Tree, 

Naïve Bayes, and Backpropagation Neural Network methods for classifying sentiment. The 

Backpropagation Neural Network method has the best classification evaluation in terms of accuracy, 

recall, and F1-Score, with an average value of 87.85%, 97.49% and 91.39% respectively. 
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INTRODUCTION 

 

Money is a legal means of exchange for payment, both in the form of cash and electronic money 

allocated in the form of balances. As technology develops, electronic money is increasingly being 

used. Electronic money is an innovation formulated and implemented by Agus D. W. Martowardojo 

as Governor of Bank Indonesia called the National Non-Cash Movement (GNTT) (Anjelina, 2018). 

 

Electronic money has a tremendous impact on digital transactions and the other aspects (Habibah et 
al., 2023). Electronic money also makes it easier to send money based on transfers. However, 

transfer-based money are subject to additional fees as administration fees. Therefore, many 

applications have been developed to transfer money without additional administration fees. 

 

In Google Play Store, there are several transfer applications without administration fees. In this 

study, researchers chose the Flip application because this application has a high review score and 

the highest number of downloads when compared to other free transfer-based applications. Almost 

some users before using the application rely on comments as a consideration in using the application, 

because these comments provide the latest information from the point of view of users who have 

already used the application. There are hundreds of thousands of comments, of course it is difficult 

to analyze each comment manually, so a sentiment analysis process is carried out (Masturoh & 
Pohan, 2021). 
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Sentiment analysis is an analytical technique for processing various opinions expressed in text form 

by utilizing media related to a product or application. Sentiments contain textual information and 

have polarities that are positive, negative or neutral (Romadloni et al., 2019). This polarity is used 

as a reference for making decisions and for developing a product or application for the future 

(Habibah et al., 2023). 

 

Sentiment analysis is using a various method of classification to determine polarities from reviews 

or comments. Some research about sentiment analysis include Backpropagation Neural Network 

(BNN) method (Anugerah & Sibaroni, 2022), (Abiyyu Musa & Sibaroni, 2022), (Wiguna et al., 

2022), Naive Bayes Classification (NBC) method (Izunnahdi et al., 2023), (Ulya et al., 2022), 
Support Vector Machine (SVM) method (Qinanda & Nilogiri, 2023), Decision Tree method 

(Asshiddiqi & Lhaksmana, 2020), (Wahid & Saputri, 2022), and K-Nearest Neighbor method 

(Romadloni et al., 2019), (Anam et al., 2021). 

 

From this description, researchers analyzed sentiment on the Flip application based on user reviews 

of the application, using the Decision Tree, Naïve Bayes, and Backpropagation Neural Network 

methods. The main goals of this research is to compare the three methods of classification method 

to determine the best method for classifying sentiment analysis on Flip application.  

 

 

METHODS 

 

Collecting Data 

The data obtained in this research are user reviews of the Flip application from the Google Play 

Store. The amount of data used is 1,000 reviews, with a 1-star score to a 5-star score for 200 reviews 

each. 

 

Text Preprocessing 

Text preprocessing is the process of changing the form of unstructured textual data into structured 

data. In the text preprocessing process, there are 4 stages, namely case folding, tokenizing, 

stopwords, and stemming (Rahman et al., 2017). 
 
Case folding is a text preprocessing process that changes all letters in a document to lowercase. The 

case folding process only uses the characters 'a' to 'z' which are acceptable, while characters other 

than letters are removed and are considered delimiters. For example, a user who wants to get the 

information "ANALYSIS" and types "ANALYSIS", "AnaLisis", or "analysis", will still be given 

the same value, namely "analysis". An example of a review that goes through the case folding stage 

is shown in Figure 1. 

 

 

 

 

 

 

 

 

Figure 1. Case Folding  

 

Tokenizing is a text preprocessing process that cuts the input string or sentence based on the words 

that make it up. An example of a review that goes through the tokenizing stage is shown in Figure 

2. 

 

 

 

 

 

 

 

Figure 2. Tokenizing 
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Stopwords is a text preprocessing process that takes important words from the tokenization results 

or deletes words that are too common. Before carrying out stopword removal, there must be a 

stopword list (stoplist). If it is included in the stoplist, the word is deleted and only the words that 

characterize the contents of the document are left (Manalu, 2014). Examples of stop words are 

"which", "from", "to", "in", and so on. These words are examples of high frequency words that can 

be found in almost every document. Stopword removal can reduce index size and processing time. 

In this research, the stop words used come from Sastrawi (Chandra et al., 2016). An example of a 

review that goes through the stopwords stage is shown in Figure 3.  

 

 
 

 

 

 

 

 

Figure 3. Stopwords 

 

Stemming is a text preprocessing process that groups words that have similar base words and 

meanings but have different meanings because they have different affixes. For example, the words 

election, choice, voter will be returned to their basic word form, namely "choose". In this research, 
stemming comes from the Sastrawi Stemmer library in Python. An example of a review that goes 

through the stemming stage is shown in Figure 4. 

 

 

 

 

 

 

 

 

Figure 4. Stemming 

 

Word Weighting 

After the text preprocessing stage, the next stage is word weighting. This stage gives a score to the 

appearance of words, which uses the Process Document from Data operator which uses the term 

frequency – inverse document frequency (TF-IDF) method (Ginantra et al., 2022). Term Frequency 

(TF) is used to measure the frequency with which a word appears in a document (Pratama et al., 

2023). 
 

The TF calculation is divided by the length of the document as a way to normalize it or by using 

logarithmics which aims to minimize the relative influence of the number of frequencies of words 

that appear in one document. The formula for calculating TF can be defined as: 

 

𝑡𝑓(𝑡, 𝑑) =  {
1 + log(𝑓𝑡,𝑑) if 𝑓𝑡,𝑑 > 0

0 if 𝑓𝑡,𝑑 = 0
}      (1) 

 

Note that 𝑡𝑓(𝑡, 𝑑) is the Term Frequency and 𝑓𝑡,𝑑 is the world of world t in document d. 

 

Inverse Documents Frequency (IDF) is used to measure the importance of the word. When 

calculating TF, all words are considered important, but adverbs and words that have a high frequency 
of occurrence or are found in almost all documents need to be balanced with those that are rare (low 

frequency of occurrence). The formula for calculating IDF can be defined as: 

 

𝑖𝑑𝑓(𝑡, 𝐷) =  log
𝑁

𝑑𝑓𝑡
        (2) 

 



Progress Conference  Volume 6, Number 1, November 2023| 36 

Note that 𝑁 is the total number of documents in a set of documents and 𝑑𝑓𝑡  is the number of 

documents that contain the word t, if the word value does not exist in all documents (0) then the 

value is 1. 

 

Based on the TF and IDF calculations that have been described in (1) and (2), the TF-IDF value is 

calculated by multiplying the equation of TF and IDF. The formula for calculating TF-IDF can be 

defined as: 

 

𝑡𝑓. 𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) =  (1 + log(𝑓𝑡,𝑑)) (log
𝑁

𝑑𝑓𝑡
)      (3) 

 

The value of TF-IDF can affect according to the frequency of occurrence of the term in a document 

and balanced by the number of documents in the corpus containing the term. Values can increase 

proportionally which helps to adjust for the fact that some terms can appear frequently (Fikri, 2019). 

 

Naive Bayes Classification 

Naive Bayes is a classification method with sample probability. This method calculates probability 
by adding up the frequencies and mixture of values from the dataset. In other words, the presence 

or absence of one feature of a class is not related to other features (Krithiga et al., 2021). The formula 

of Naive Bayes Classification can be defined as: 

 

𝑃(𝑌 | 𝑋) =  
𝑃(𝑌) ∏ 𝑃(𝑋𝑖|𝑌)

𝑞
𝑖=1

𝑃(𝑋)
       (4) 

 
While Naive Bayes Classification with continuous feature (Gaussian Naive Bayes) can be defined 

as: 

 

𝑃(𝑋 | 𝑌) =  
1

√2𝜋 𝜎
𝑒

−(𝑥−𝜇)2

2𝜎2         (5) 

 

Note that 𝑃(𝑋 | 𝑌) is data probability with attribute X at class Y (posterior probability), 𝑃(𝑌) is 

probability of class Y (priot probability), 𝜎 is standard deviation, 𝜇 is mean of attributes in 

continouous feature, and ∏ 𝑃(𝑋𝑖|𝑌)
𝑞
𝑖=1  is independent probability class Y from all features in vector 

X. 

 

Decision Tree 

Decision Tree with the C4.5 algorithm approach is a classification technique used to extract relevant 

relationships with data. This algorithm divides the training data with the help of information gain. 

Attributes that have a high frequency are considered to separate the data from the information 
available in the dataset (Hardiani, 2021). The formula of Naive Bayes Classification can be defined 

as (Hozairi et al., 2021): 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ 𝑝𝑖 ∗ 𝑙𝑜𝑔2𝑝𝑖𝑛
𝑖=1        (6) 

 

Note that S is case set, n is number of S partitions, and pi is proportion from Si on S. After determining 

a value of entropy, the next step is counting Information Gain, with the formula: 

 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆1|

|𝑆|
∗ 𝑛

𝑖=1 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆1)    (7) 

 

Note that A is attribute, |Si| is number of case at i-th partition, and |S| is number of case at S. 

 

Backpropagation Neural Network (BNN) 

BNN is a supervised training algorithm that has many layers. BNN uses the output error to change 

the value of its weights in a backward direction. To get this error, the forward propagation stage 

must be carried out first. 

 

There are 3 phases in BNN training, namely the forward phase (feed forward), the backward phase 

(back propagation), and the weight modification phase. In the feed forward phase, the input pattern 
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is calculated forward starting from the input layer to the output layer. In the back propagation phase, 

each output unit receives a target pattern that is related to the input pattern to calculate the error 

value. The error will be propagated backwards. Meanwhile, the weight modification phase aims to 

reduce errors that occur. These three phases are repeated continuously until the termination condition 

is met.  

 

Evaluating Classification 

 

In this research, classification testing was carried out by implementing the Backpropagation Neural 

Network (BNN) method, which then determined the classification performance using a confusion 
matrix. From the confusion matrix, accuracy, precision and recall measurement results are obtained. 

Accuracy is an assessment of the accuracy of classification obtained from comparing correctly 

classified positive and negative data with all data. Precision is an assessment of the relevance of the 

data sought to the information needed. Recall is an assessment of the system's success in retrieving 

information. The confusion matrix is presented in Table 1 (Saputra et al., 2018). 

 

Table 1. Confusion Matrix 

 
Actual Class 

True False 

Predicted 

Class 

True 
TP 

(True Positive) 

FP 

(False Positive) 

False 
FN 

(False Negative) 

TN 

(True Negative) 

 

True Positive (TP) means if the predicted data is positive and matches the actual (positive) value. 

False Positive (FP) means if the predicted data does not match the actual value. False Negative (FN) 
means if the predicted value is negative and the actual value is positive. True Negative (TN) means 

if the prediction is negative and the actual negative is true. The measurement of accuracy, precision, 

recall and F-Measure values based on the confusion matrix is formulated in equations 8 to 11: 

 

Accuracy = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 (8) 

   

Precision = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (9) 

   

Recall = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
       (10) 

   

F-Measure = 
2 × 𝑇𝑃

2 ×𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 
        (11) 

 
 

RESULTS AND DISCUSSION 

 

Collecting Data Results 

Before implementing the method, the initial stage in this research is collecting data. In this research, 

the data collected is user reviews of the Flip application obtained from the Google Play Store with 

a total of 1,000 reviews, with a 1 star score to a 5 star score for 200 reviews each. 

 

Text Preprocessing 

After the data is collected, the text preprocessing stage is carried out first, before classification is 

carried out to analyze review sentiment. The text preprocessing stages consist of case folding, 

tokenizing, stopwords, and stemming. 
 

After the stemming process is carried out, the text preprocessing is complete. The next stage is to 

assign a weight to each word for each dataset, namely by using TF-IDF. Of the 1,000 reviews, there 

are 9,429 words that have been processed to the stemming stage and there are 1,918 different words 

if words containing duplicates are removed. TF-IDF weighting begins by looking for TF, which is 
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the number of occurrences of words from each dataset. Details of the calculation are shown in Table 

2. 

Table 2. Calculation of TF 

Data TF(flip) TF(transfer) TF(aplikasi) TF(transaksi) TF(bantu) 

1 0 1 0 1 0 

2 0 2 0 1 0 

3 0 0 0 0 0 

4 0 0 1 0 0 

5 0 0 0 0 0 

6 0 0 0 0 0 

7 0 0 1 0 0 

8 0 0 0 0 0 

9 0 0 0 0 0 

10 0 0 1 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

1000 0 1 0 0 0 

Source: Processed Data (2023) 

 

After looking for the TF value of each word for each dataset, the next step is to look for the DF 

value. The DF value is obtained from the number of occurrences of words in each dataset, whose Tf 

value is more than 0. The DF value is in table 3. 

 

Table 3. DF Value 

DF(flip) DF(transfer) DF(aplikasi) DF(transaksi) DF(bantu) 

255 189 135 119 101 

Source: Processed Data (2023) 

 

After finding the DF value, the next step is to find the IDF value for each word in that keyword. The 

IDF value functions as a balance for words that appear too often in all documents by calculating the 
base 10 log value of the number of documents divided by the DF value. The greater the DF value, 

the smaller the IDF value, and vice versa. Based on the DF value that has been obtained, the IDF 

value is as in Table 4. 

 

Table 4. IDF Value 

IDF(flip) IDF(transfer) IDF(aplikasi) IDF(transaksi) IDF(bantu) 

0,5935 0,7235 0,8697 0,9245 0,9957 

Source: Processed Data (2023) 

 

After finding the IDF value, the next step is to change the TF-IDF value by multiplying the TF by 

the IDF. For example, the TF value for the word "transfer" for dataset number 2 is 2, while the IDF 

value for the word "transfer" is 0.7235. So the TF-IDF value is 2 x 0.7235 = 1.4470. The results of 

the TF-IDF calculation are shown in Table 5. 

 
Table 5. Calculation of TF-IDF 

Data 
TF-IDF 

(flip) 

TF-IDF 

(transfer) 

TF-IDF 

(aplikasi) 

TF-IDF 

(transaksi) 

TF-IDF 

(bantu) 

1 0 0,723538 0 0,924453 0 

2 0 1,447076 0 0,924453 0 

3 0 0 0 0 0 

4 0 0 0,869666 0 0 

5 0 0 0 0 0 

6 0 0 0 0 0 

7 0 0 0,869666 0 0 

8 0 0 0 0 0 

9 0 0 0 0 0 

10 0 0 0,869666 0 0 
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 

1000 0 0,723538 0 0 0 
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Source: Processed Data (2023) 

 

Classification Method Implementation 

The number of attributes used in this research is 1,918 attributes containing words after text 

preprocessing with the value of each attribute based on the TF-IDF calculation that has been 

obtained. To determine the class, it is determined from the review score from each dataset. If the 

review score is 1 to 3 stars, it is counted as a "negative" class or 0, while for a review score of 4 to 

5 stars, it is counted as a "positive" class or 1 In this research, there are 600 reviews that have a 

negative class, and 400 reviews that have a positive class. 

 
Evaluating Classification 

Evaluation on this research used confusion matrix, including actual and prediction class. From 

confusion matrix, the score of accuracy, precision, recall, and F1-score are obtained by using 

formula 8 to 11. In this research, trials were carried out with various experiments for dividing the 

dataset, including 60:40 (600 train data and 400 test data), 70:30 (700 train data and 300 test data), 

75:25 (750 train data and 250 test data), 80:20 (800 train data and 200 test data), and 90:10 (900 

train data and 100 test data). The results of accuracy, precision, recall and F1-score for each test set 

using the Naïve Bayes, Decision Tree and Backpropagation Neural Network methods are shown in 

Table 6 to 9. 

 

Table 6. Accuracy Result 

Number of Test Set 
Classification 

Naive Bayes Decision Tree Backpropagation 

400 68,00% 84,00% 96,50% 
300 68,33% 82,00% 92,67% 

250 66,00% 79,20% 85,60% 

200 68,00% 78,50% 97,50% 

100 69,00% 69,00% 67,00% 

Average 67,86% 78,54% 87,85% 

Source: Processed Data (2023) 

 

Table 7. Precision Result 

Number of Test Set 
Classification 

Naive Bayes Decision Tree Backpropagation 

400 80,00% 95,24% 95,45% 

300 77,85% 93,29% 98,79% 

250 77,05% 91,60% 80,75% 

200 77,00% 89,47% 96,69% 

100 80,00% 80,00% 64,89% 

Average 78,38% 89,92% 87,31% 

Source: Processed Data (2023) 

 
Table 8. Recall Result 

Number of Test Set 
Classification 

Naive Bayes Decision Tree Backpropagation 

400 66,14% 78,74% 99,21% 

300 67,21% 75,96% 89,07% 

250 62,25% 72,19% 100,00% 

200 65,25% 72,03% 99,15% 

100 65,57% 65,57% 100,00% 

Average 65,28% 72,90% 97,49% 

Source: Processed Data (2023) 

 

Table 9. F1-Score Result 

Number of Test Set 
Classification 

Naive Bayes Decision Tree Backpropagation 

400 72,41% 86,21% 97,30% 

300 72,14% 83,73% 93,68% 
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250 68,86% 80,74% 89,35% 

200 70,64% 79,81% 97,91% 

100 72,07% 72,07% 78,71% 

Average 71,22% 80,51% 91,39% 

Source: Processed Data (2023) 

 

Based on Table 6 to 9, it can be concluded that in analyzing the sentiment of Flip user reviews, the 

Backpropagation Neural Network method has the best classification evaluation in terms of accuracy, 

recall and F1-Score, with an average value of 87.85%, 97.49% and 91.39% respectively. Meanwhile, 

the Decision Tree method has the best classification evaluation in terms of precision, with an average 

of 89.92%. Therefore, applying the Backpropagation Neural Network classification method is the 

best method for conducting sentiment analysis from Flip user reviews on the Google Play Store. 
 

 

CONCLUSION 

 

Sentiment analysis on the Flip application based on user reviews is carried out by collecting review 

data from Google Play with total 1,000 reviews, 200 reviews each for a score of 1 to 5. Before the 

sentiment analysis process is carried out, the data that has been collected is processed first through 

the text preprocessing stage, such as case folding, tokenizing, stopwords, and stemming. After the 

data is processed, the weight of each word per review is calculated using TF-IDF. After getting the 

weights with TF-IDF, the data is classified using 3 classification methods, namely Naïve Bayes, 

Decision Tree, and Backpropagation Neural Network. The dataset that is classified consists of 1,918 

attributes in the form of words that have been given TF-IDF weights and the class of the dataset 
consists of 600 reviews with the "negative sentiment" class or 0 for reviews with a score of 1 to 3 

and 400 reviews with the "sentiment" class. positive” or 1 for reviews with a score of 4 to 5. Based 

on the results of the confusion matrix, the application of the Naïve Bayes classification method 

obtained an average accuracy value of 67.86%, precision 78.38%, recall 65.28%, and F1-score 

71.22%. The application of the Decision Tree classification method obtained an average accuracy 

value of 78.54%, precision 89.92%, recall 72.90%, and F1-score 80.51%. The application of the 

Backpropagation Neural Network classification method obtained an average accuracy value of 

87.85%, precision 87.31%, recall 97.49%, and F1-score 91.39%. Of the three classification methods, 

the Backpropagation Neural Network method is the best classification method for analyzing user 

sentiment for the Flip application on the Google Play Store.  

 
The future work of this research is on  the text preprocessing stage, in addition to the four text 

preprocessing stages, the Part-Of-Speech (POS) Tagging or n-gram algorithm can be added. Apart 

from that, to increase the accuracy percentage, you can add the reviews used for classification, and 

increase the comparison of training data to testing data. The more training data, the testing data 

formulation can improve and be more accurate in classifying sentiment. 
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